
Answering User Questions about Machine Learning
Models through Standardized Model Cards

Tajkia Rahman Toma, Balreet Grewal and Cor-Paul Bezemer
Electrical and Computer Engineering

University of Alberta, Edmonton, Canada
Email: {tajkiatoma, balreet, bezemer}@ualberta.ca

Abstract—Reusing pre-trained machine learning models is
becoming very popular due to model hubs such as Hugging Face
(HF). However, similar to when reusing software, many issues
may arise when reusing an ML model. In many cases, users
resort to asking questions on discussion forums such as the HF
community forum. In this paper, we study how we can reduce the
community’s workload in answering these questions and increase
the likelihood that questions receive a quick answer. We analyze
11,278 discussions from the HF model community that contain
user questions about ML models. We focus on the effort spent
handling questions, the high-level topics of discussions, and the
potential for standardizing responses in model cards based on
a model card template. Our findings indicate that there is not
much effort involved in responding to user questions, however,
40.1% of the questions remain open without any response. A
topic analysis shows that discussions are more centered around
technical details on model development and troubleshooting,
indicating that more input from model providers is required. We
show that 42.5% of the questions could have been answered if the
model provider followed a standard model card template for the
model card. Based on our analysis, we recommend that model
providers add more development-related details on the model’s
architecture, algorithm, data preprocessing and training code in
existing documentation (sub)sections and add new (sub)sections
to the template to address common questions about model usage
and hardware requirements.

Index Terms—Machine learning model hubs, Model cards,
Questions & answers, Hugging Face

I. INTRODUCTION

Reusing pre-trained machine learning models has become
very popular in recent years as it reduces the cost and
development complexity of training a model from scratch [19],
[51], [23]. One increasingly popular way to access these pre-
trained models is through model hubs, such as Hugging Face
(HF) [22], [26], [27]. When users encounter problems with,
or have questions about the models, they can turn to the
community on these hubs for help. For example, HF provides a
platform for users to communicate with the model community
through HF discussions [40] inside model repositories, which
are similar to issues on GitHub. Unfortunately, answering these
questions is done by volunteers from the model community,
and often, questions are left unanswered, which in turn blocks
the questioner from using the model. In this paper, we study
what types of questions are being asked, and we investigate
whether they could have been answered through improved
model documentation, which would both reduce the question-
answering burden and the waiting time for an answer.

Many studies have worked on helping answer questions in
question-answering communities like Stack Overflow. They
provide suggestions for information seekers and platform
designers on how to get a faster answer [57], [55]. Some
studies improve platform design, such as automatic tag rec-
ommendation [56], highlighting content [35], [3] or ranking
candidate answers [1] to help users find relevant results. To
the best of our knowledge, our study is among the first to use
model documentation to answer user questions on machine
learning (ML) models to improve the user experience on
ML model hubs. The purpose of model documentation is
to help model users understand and effectively utilize ML
models [27]. We study empirically how to optimize the use
of model documentation based on the questions being asked
about the models.

In this study, we analyze 11,278 user questions from HF
discussions to understand questions related to ML models and
analyze how we can effectively address these questions. We
examine discussion metadata to measure community effort in
addressing the questions. Through topic modeling, we identi-
fied the high-level topics of discussions that contain questions
to understand their underlying nature and investigate the pos-
sibility of addressing the questions in model documentation.
Finally, through manual analysis, we explore how standard
model documentation (such as a model card template [5], [15],
[34]) can answer questions faster than waiting for a response.
The study addresses the following research questions:

• RQ1: How much effort is spent on handling ques-
tions? We analyzed the HF community’s effort in re-
sponding to questions to understand the time involved.
Our analysis indicates that it does not cost the community
much effort to respond to questions. However, 71.9% of
the questions are still open, of which, 40.1% are open
without any response. Using model documentation to
answer questions can help the community focus more on
the remaining open questions.

• RQ2: What are the high-level topics of questions
containing discussions? To understand the types of
questions asked, we clustered high-level topics of posts.
We identified 5 clusters encompassing 31 topics related
to various aspects of model development, model usage,
and requests for model variants. The findings suggest
that most questions and their underlying topics can be



answered through the model documentation, as they touch
upon common topics.

• RQ3: Which questions could be answered using a
standard model card template? We align questions
asked with (sub)sections of model cards to assess how
effectively a standard model card template can provide
information. We found 42.5% of the analyzed ques-
tions could be answered through following a standard
model card template, showing the template’s usefulness
in addressing questions. For questions that cannot be
answered with a standard model card template (unmapped
questions), we found that adding (sub)sections on how to
use the model and its hardware requirements can address
some of the common unmapped questions.

Our study reveals that following a standard model card
template can help address many questions. Hence, we en-
courage model providers to adopt a standard template for
their model cards. Furthermore, our study sheds light on a
discrepancy between the questions asked and the information
provided in current model cards indicating a need for further
enhancements to the template. We suggest model providers to
include more development-related details in the model cards,
and add additional (sub)sections on model usage and hardware
requirements to answer common user questions.

The remainder of the paper is structured as follows. Sec-
tion II provides background knowledge to increase the read-
ability of this paper. Section III discusses our study setup.
Sections IV, V and VI discuss the results of our study. Sec-
tion VII discusses the implications of our study. Section VIII
discusses the threats to the validity of this work and Section IX
summarizes the related work. Section X concludes our work.

II. BACKGROUND

A. HF Model Discussions

HF provides a central hub for developers to publish their
models along with a wide range of datasets for model training
and evaluation [40]. It also offers tools for building and
deploying applications on top of these models. A key new
feature (added in 2022) of HF is the community tab in each
repository, allowing community contributions through pull
requests and discussions1. The discussions enable community
members to ask and answer questions about a particular model,
and share ideas and suggestions directly with the repository
owner and the community2.

A repository owner can be an individual or an organization
that owns a repository to a particular model. An organi-
zation may have one or more team members working on
its repositories, referred to as organization team members.
Together, we refer to the repository owner and organization
team members as model providers. Further, the community of
model providers and model users are referred to as the model
community. We refer to the discussions made about a model
simply as discussions throughout the paper. HF also provides

1https://huggingface.co/docs/hub/repositories-pull-requests-discussions
2https://huggingface.co/blog/community-update
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Fig. 1: The number of new discussions over time

a community discussion forum3 where users, developers and
researchers can engage in discussions on different categories
of topics that are not necessarily model-specific. Our study is
limited to the analysis of discussions which comes from only
repositories of models and not the forum.

Like the increase in the number of models, with a weekly
growth rate of 3.16% [27], the number of discussions is also
increasing. Figure 1 shows the increase of the number of new
discussions in each month from May 2022 to January 2024
with an average monthly growth of 1,104 discussions.

B. HF Discussion Components

A discussion in HF is a simpler version of those found in
other git hosts, like Issues on GitHub1. Here, we explain and
name each part of a HF discussion. Figure 2 is an example of
a HF discussion4. It consists of the following:

1) Title: A brief overview of the topic being discussed.
2) Discussion Status: Indicates whether the discussion is

open or closed. As HF discussions are based on GitHub
Issues, we can derive that every discussion is open unless
it is either answered or not relevant/cannot be answered5.

3) Post: A detailed explanation of the question or issue
being addressed or discussed in the discussion.

4) Post Author: The author of the post, who initiates the
discussion or asks the question.

5) Post Time: The date and time when the discussion was
posted or last updated.

6) Response: The suggestion or thought shared by other
community members about the discussion.

7) Response Author: The author of the response, who
contributes to the discussion with an answer or insight.

3https://discuss.huggingface.co/
4https://huggingface.co/PublicPrompts/All-In-One-Pixel-Model/

discussions/7
5https://docs.github.com/en/issues/tracking-your-work-with-issues/

closing-an-issue

https://huggingface.co/docs/hub/repositories-pull-requests-discussions
https://huggingface.co/blog/community-update
https://discuss.huggingface.co/
https://huggingface.co/PublicPrompts/All-In-One-Pixel-Model/discussions/7
https://huggingface.co/PublicPrompts/All-In-One-Pixel-Model/discussions/7
https://docs.github.com/en/issues/tracking-your-work-with-issues/closing-an-issue
https://docs.github.com/en/issues/tracking-your-work-with-issues/closing-an-issue


Fig. 2: Overview of the components of an HF discussion4

8) Response Time: The date and time when the response
was provided to the post.

III. STUDY SETUP

Our goal is to analyze questions from the HF commu-
nity about models to help answer questions faster. First, we
collected the list of models and their discussions from the
HF community and filtered the data to ensure quality. Then
we identify the discussions that contain a question using
GPT-3.5 Turbo for our study. Figure 3 outlines the steps
of our data collection and preparation. We collected our data
in January 2024. In the remainder of this section, we explain
each step in detail.

A. Step 1: Collecting Data

1) Collect List of Models: We first collect the list of models
from HF so that we can access the corresponding discussions.
We collect the list of models utilizing the HF Hub API6, which
produced a total of 480,691 models.

2) Collect Model Community Discussions: We collected the
discussions for each model using the HF Hub’s Community
API7. These discussions also include pull requests. Since we
focused solely on analyzing the questions in the discussions,
we discarded the pull requests (93,463 in total) from our
collected data. Out of the 480,691 models, we found 23,188
discussions from 9,211 models, with the remaining models not
having any discussions. The discussions span from May 2022
to January 2024.

B. Step 2: Filtering Data

1) Filter Models: To reduce the number of spam or toy
models in our analysis, we filtered the models by their number
of downloads and likes. We kept the models that have at least
1 like and 1 download. The filtering process resulted in a final
list of 29,781 models.

6https://huggingface.co/docs/huggingface hub/en/package reference/hf api
7https://huggingface.co/docs/huggingface hub/en/package reference/

community

2) Filter Discussions: To identify the criteria for filtering
out discussions, we performed a preliminary analysis of a
sample discussion. We studied a randomly selected statistically
representative sample of discussions with a 95% confidence
level and 5% error margin from 23,188 discussions (378
discussions). Based on our analysis, we listed the following
criteria to filter out the data.

• Hidden discussions: Some discussions had posts made
private, resulting in the posts not being publicly visible.
Consequently, we removed discussions with hidden/pri-
vate posts.

• Short discussions: Some discussions were too short
or incomplete to comprehend. After examining them
manually, we discovered that discussions with less than
50 characters lack meaningful content. Therefore, we
excluded such discussions.

• Non-English discussions: Certain discussions were not
in English, making it difficult for us to grasp the content.
Consequently, we excluded these non-English discus-
sions from our analysis utilizing the xlm-roberta-base-
language-detection [29] model.

We applied the filters on all discussions to get a refined list
for further analysis, resulting in 15,964 discussions.

C. Step 3: Identifying Questions

To identify the discussions that contain a question, we uti-
lized GPT-3.5 Turbo due to its renowned natural language
processing capabilities [13], [21]. To determine how GPT
performs in our case, we first performed a sample analysis.

1) Classify Sample Discussions using GPT: We applied the
filters from Section III-B2 and classified the remaining 331
sample discussions using the prompt specified in Figure 4.
We added the 2nd and 4th paragraph in the system prompt to
decrease the number of false-negatives (GPT chooses “no”, our
agreed class is “yes”) and false-positives (GPT chooses “yes”,
our agreed class is “no”) respectively. For each discussion,
we replaced the <title of the discussion> from the
user prompt with the title of the discussion and <content
of the post> with the content of the post. We executed
the gpt-3.5-turbo-0125 classifier three times for each
discussion with the prompt with a temperature of 1, and
considered the majority class (“yes” or “no”) as the final class.

2) Evaluate Performance of GPT as Classifier: We evalu-
ated GPT’s ability to identify if a post contains questions. Two
authors manually reviewed the 331 discussions individually
and labeled them as containing a question or not to prepare
the ground truth. They achieved a high Cohen’s Kappa co-
efficient of 0.94. The labelling disagreements were resolved
through discussion and consensus. For 4 discussions, where
disagreements could not be resolved, the third author acted as
a tiebreaker. GPT-3.5 Turbo achieved a high accuracy of
94% and a high F1 score of 95%, demonstrating its robustness
and reliability in distinguishing posts with questions.

We used GPT-3.5 Turbo to classify all 15,964 discus-
sions that passed the cleaning filters. We encountered errors
classifying 15 discussions due to their long token length or to

https://huggingface.co/docs/huggingface_hub/en/package_reference/hf_api
https://huggingface.co/docs/huggingface_hub/en/package_reference/community
https://huggingface.co/docs/huggingface_hub/en/package_reference/community
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Fig. 3: Overview of our process to collect discussions containing questions

System: You will be presented with a discussion of a Hugging
Face model. You will answer the following question with ‘‘yes” or
‘‘no” for the discussion:
Have any questions been asked in the discussion?

Think sentence by sentence. Be aware that there can be no ‘‘?”
mark at the end of the question.

Please give your answer in the following format:
contains question: yes/no

If the answer is ‘‘yes”, return me the part of the discussion that
contains the question in the following format:
question part: part of the discussion containing the question
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
User: <title of the discussion>

<content of the post>

Fig. 4: Prompt template used to classify each discussion

having many repetitive letters or symbols like ’ or \n in the
discussions, which we excluded from our analysis. We ended
up with a total of 11,278 discussions that contained questions.
Our collected data and analysis are available in our replication
package [52].

IV. RQ1: HOW MUCH EFFORT IS SPENT ON HANDLING
QUESTIONS?

Motivation: The increasing use of HF models has led to an
increasing number of model community discussions. This re-
search question aims to assess the effort invested in responding
to questions to better understand the time commitment invested
by HF model community members.

Approach: We measure the effort spent on handling ques-
tions in terms of (1) the number of responses to each question,
(2) the length of the responses, (3) the number of unique
participants in each discussion and (4) the time between
posting the question and receiving the first response.

1 10 100
# of responses per discussion

Fig. 5: Distribution of number of responses per discussion

We used the Mann-Whitney U Test [33] to compare the dis-
tributions of the number of responses per discussion based on
(1) discussion status and (2) responses from model providers.
The Mann-Whitney U Test is a non-parametric statistical test
used to check if two non-normal distributions differ. A p-
value below 0.05 indicates a significant difference between
the distributions. We calculated the effect size of the statistical
difference between the distributions using Cliff’s Delta to mea-
sure the magnitude of the difference. We used the thresholds
proposed by Romano et al. [44] to interpret the delta value d:
negligible if |d| ≤ 0.147; small if 0.147 <|d| ≤ 0.33; medium
if 0.33 <|d| ≤ 0.474; and large if 0.474 <|d| ≤ 1.

Findings: Among the 11,278 discussions containing ques-
tions, 7,782 discussions have at least one response. A discus-
sion with a question gets a median of one response. Figure 5
shows that the number of responses per discussion ranges
from 0 to 91. With a Mann-Whitney U Test, we found that
the distribution of the number of responses varies noticeably
(with a small effect size of −0.33) based on the discussion
status, meaning that open discussions have fewer responses
than closed discussions. From Figure 6, we see that open
discussions receive a median of one response, whereas, closed
discussions receive a median of two responses. We notice
that open discussions are left unanswered or contain fewer
responses compared to closed discussions.

Responses to discussions containing questions have a
median length of 24 words. Figure 7 shows that the length of
responses varies from 0 to 20,216 words (which were mostly
made up by the contents of error log that was included in the
response). From Figure 8, we see that responses for closed
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based on discussion status
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discussions are longer than open discussions. Open discussions
receive responses that are a median of 14 words long, while
closed discussions receive responses that are a median of 45
words long.

A discussion with a question has a median of two
participants, the questioner and another person. The num-
ber of participants in discussions ranges from 1 to 54, as
shown in Figure 9. A Mann-Whitney U Test shows that the
number of responses varies significantly with a large effect
size of 0.63 based on the participation of model providers in
discussions.Figure 10 shows that discussions with at least one
response from a model provider receive a median of two re-
sponses, while those without typically get none. Additionally,
Figure 11 shows that discussions are much more likely to be
closed with a model provider’s participation. The number of
responses and status of the discussions with a model provider’s
participation suggest that the questions require specialized
knowledge about the model to answer.
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Fig. 8: Comparison of the length of the responses based on
discussion status
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Fig. 9: Distribution of the number of participants per discus-
sion
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Fig. 10: Comparison of the number of responses per discussion
based on the participation of a model provider
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Fig. 11: Comparison of discussion status based on the partic-
ipation of model providers in a discussion

A median discussion containing a question gets a re-
sponse on the same day. The response delay ranges from 0
to 453 days. Among the 7,782 discussions that got a response,
4,820 were responded to within 24 hours, making up 42.7%
of the total question-containing discussions. However, many
open discussions did not receive a response at all. Among
the 3,496 discussions that did not get a response, 3,252 are
open discussions, making up 28.8% of the total question-
containing discussions, of which 3,236 have been open for
more than 24 hours.

Questions are typically handled by model providers and
responses are typically short. If a question does not get
a response within 24 hours, it is unlikely to ever get a
response. 71.9% of the question-containing discussions are
open, of which, 40.1% are open without any response.

V. RQ2: WHAT ARE THE HIGH-LEVEL TOPICS OF
QUESTIONS CONTAINING DISCUSSIONS?

Motivation: To understand the types of questions users
ask about models, this research question identifies the high-
level topics of the posts. We use automated topic analysis to
investigate whether it is possible to address the questions in the
model documentation from a high level. Knowing prevalent

1 10 100
Delay (in days)

Fig. 12: Distribution of response delay per discussion



discussion topics enables model providers to organize the
documentation accordingly.

Approach: The goal of this research question is to deter-
mine whether the questions relate to topics that could be
included in the model card. Therefore, we categorize all the
questions based on their topic. We use BERTopic [31], a
topic modelling technique, to identify topics in the studied
discussions. BERTopic has recently been gaining attention to
identify discussion topics [2], [17], [20], [16], [47], [54], [12].
It provides more meaningful and diverse topics than other
popular techniques like Latent Dirichlet Allocation (LDA),
Latent Semantic Analysis (LSA) or Top2Vec [17], [18], [48],
[42].

We prepared the discussion posts that contained questions
for topic analysis by removing unnecessary elements such
as code blocks, images, emojis, and URLs, which do not
help BERTopic understand the content. Since the BERTopic
documentation does not recommend any data preprocessing,
we did not further process the discussions. BERTopic consists
of five steps: embedding, dimensionality reduction, clustering,
tokenization, and weighting. Each step is modular and can use
different algorithms. Following BERTopic’s best practices8, we
used SentenceTransformer for embedding, UMAP for dimen-
sionality reduction, HDBSCAN for clustering, CountVector-
izer for tokenization, and c-TF-IDF for topic representation.
We also used GPT-3.5 Turbo to assist in labelling the
topics with short, representative names based on a prompt
template from the BERTopic documentation. One author fur-
ther went through the representative documents of the topics
(which are automatically selected by BERTopic) manually
to fine-tune the labels. The author used the GPT-generated
labels as a guide and adjusted the labels based on their own
observations of the topic keywords and representative posts.

By setting BERTopic to cluster a minimum of 60 posts per
topic, we identified 31 meaningful topics and one outlier topic.
This threshold of 60 posts per topic was defined empirically
through trial and error to produce a meaningful output. We
further grouped similar topics to simplify the analysis and
clarify the main areas of interest. We used Hierarchical Topic
Modeling9 with BERTopic allowing topics with a distance of
less than 1 to merge, condensing the 31 initial topics into 5
clusters. The distance among topics and a visualization of how
they were grouped into clusters are available in our replication
package [52]. We labelled the clusters similar to how we
labelled the topics.

Findings: We identified 5 clusters containing 31 topics
from posts with questions. Table I lists these clusters with
their topics along with the number of posts in each topic, a
short label for each topic and their top 10 keywords. Here, we
briefly describe each cluster based on its topics’ representative
documents and keywords.

8https://maartengr.github.io/BERTopic/getting started/best practices/best
practices.html

9https://maartengr.github.io/BERTopic/getting started/hierarchicaltopics/
hierarchicaltopics.html

Cluster 1: Challenges with Model Setup and Optimization
(2,019 questions) The issues discussed in this cluster cover
various aspects of setting up and optimizing models. Users
are mainly concerned with the context length and maximum
input capacity of the model, as well as the tokenizer files like
tokenizer.json or tokenizer config.json. Another major focus is
questions about different natural language support by models.
The cluster also contains questions about prompt templates
and composition of prompts. Finally, the discussions highlight
performance challenges, such as slow inference times, and
issues with transcribing and processing audio files. We believe
the common questions on topics like maximum context length,
tokenizer files, multilingual support, prompt template format-
ting and performance challenges can be addressed in the model
documentation to provide users with a comprehensive guide.
Some discussions also focus on the analysis of the model’s
behaviour with Not Safe For Work (NSFW) contents.

Cluster 2: Errors and Issues with Model Loading, Usage
and Deployment (1,687 questions) The posts in this cluster
focus on issues related to loading, using, and deploying models
across different environments like HF Transformers, local ma-
chines and cloud platforms (e.g. AWS SageMaker). Common
problems include setup errors, missing dependencies, memory
and VRAM limitations, GPU compatibility issues, and API
errors during inference. There are also issues with loading
models through web interfaces (e.g. oobabooga). The cluster
shows the technical challenges and troubleshooting needed
for model use in various environments and suggests that
comprehensive documentation could help resolve some of the
issues.

Cluster 3: Seeking Assistance with Model Usage (1,503
questions) This cluster covers details on requesting and pro-
viding guidance on the usage of the models. Some posts
provide guides on training and optimizing Stable Diffusion,
an AI model for generating images. There are also requests
for assistance on topics like license details for commercial
use, model download errors, and using and citing the model.
Additionally, users request help converting and exporting the
model to ONNX format. The requests for help on model usage
scenarios indicate a need for more detailed documentation and
support resources for users to effectively utilize the models.

Cluster 4: Questions about Model Training, Evaluation and
Fine-Tuning (1,226 questions) The posts in this cluster discuss
various challenges and techniques related to the training and
fine-tuning of the models. Several posts inquire about the
datasets used for training and evaluating models, including
requests for dataset descriptions and evaluation scores. Other
documents focus on fine-tuning the models to suit unique
use cases or incorporate new datasets. Furthermore, there are
queries concerning the sharing and interpretation of training
codes and results, particularly the hyperparameters and evalu-
ation methods employed. Finally, there are technical questions
regarding issues encountered during fine-tuning. The questions
in this cluster highlight user interest in more details on the
dataset and code used for model training and evaluation, as
well as fine-tuning the model for their own use cases.

https://maartengr.github.io/BERTopic/getting_started/best_practices/best_practices.html
https://maartengr.github.io/BERTopic/getting_started/best_practices/best_practices.html
https://maartengr.github.io/BERTopic/getting_started/hierarchicaltopics/hierarchicaltopics.html
https://maartengr.github.io/BERTopic/getting_started/hierarchicaltopics/hierarchicaltopics.html


Cluster 5: Updates and Requests for Model Versions (1,053
questions) This cluster predominantly discusses users’ ques-
tions about future plans, specific model merges, and com-
parisons among similar models. Users are requesting various
versions of the models, particularly in the GGUF format,
a binary file format for quantized models, highlighting the
need for specific versions to overcome hardware limitations.
Users also ask for a model variant with a different number
of model parameters, indicating the need for more parameters
for a better-performing model and fewer parameters for lower
computation resources. There are also questions about the
differences between the two models, indicating a clear need to
better distinguish between models. We also find discussions on
Mistral-7B, a large language model created by the AI research
company Mistral, indicating a high user interest in the model.

The question-containing discussions are centred on differ-
ent topics of model development, model usage, and re-
quests for model variants. Regarding model development,
we find users asking for details about model training and
evaluation, and assistance for fine-tuning. Regarding model
usage, we find users facing challenges in different phases
of model loading, setup, inference, deployment and usage
in general. Our findings highlight that many of these topics
can be anticipated and should be addressed better in the
model documentation.

VI. RQ3: WHICH QUESTIONS COULD BE ANSWERED
USING A STANDARD MODEL CARD TEMPLATE?

Motivation: With the increasing number of questions posted
in HF discussions, one way to reduce the time model providers
spend answering questions and to give answers faster is to
integrate common questions’ answers into the model docu-
mentation. In this research question, we identify whether the
current industry standard template of a model card can answer
the questions asked. By mapping questions from discussions to
the standard model card template, we aim to identify (1) how
useful it would be for model providers to follow the template
and (2) improvements to the template.

Approach: A model card is part of a model’s documentation
that serves the purpose of providing detailed information about
the models to facilitate user understanding and increase the
transparency of the model to its stakeholders [5], [15], [34].
Many recent studies [8], [37], [27], [36] use the model card
template of Mitchell et al. [34] as a standard. Therefore, we
also adopt this template. The model card template includes
9 sections: Model Details, Intended Use, Factors, Metrics,
Evaluation Data, Quantitative Results, Ethical Considerations,
Broader Impacts, and Caveats. Some sections contain subsec-
tions to describe specific details of the section, having a total
of 27 subsections for a model card.

We mapped user questions to the most relevant (sub)sections
of the template based on what was asked. To be more precise
to map the questions to model card (sub)sections, we manually
analyzed the questions. With a 95% confidence level and
a 5% margin of error, we randomly selected a statistically

representative sample of 372 discussions from the total 11,278
question-containing discussions. We manually recorded the
questions from these posts. Out of 372 discussions, 359 con-
tained 419 questions, with 44 posts having multiple questions.
Thirteen posts did not include any user questions, however,
they were marked as such either because they discussed the
model’s question-answer capabilities or due to GPT’s error in
detecting questions from the post.

We then mapped each of the 419 questions to the ap-
propriate (sub)section of the model card template, based on
where the answer would be found in the standard model
card. Initially, two authors (one PhD student with 3+ years of
professional experience, one MSc student) completed a closed
card sort on the first 160 questions based on their experience
to establish a better mutual understanding of the model card
template. Then the two authors individually mapped the next
100 questions, achieving substantial agreement with Cohen’s
Kappa coefficient of 0.73. After comparing and resolving
disagreements through discussion, the authors mapped the
remaining 159 questions, reaching an inter-rater agreement of
0.81, indicating a very good agreement.

Findings: We could map 42.5% (178) of the total 419
questions to a (sub)section of the model card template.
The questions were mapped to 16 subsections found in 6 of
the 9 sections of the model card template. Table II shows
the distribution of questions across the different sections and
subsections.

Most of the questions (49.4%) were related to the
Model Details section, showing a strong interest in a
model’s technical details. Users asked 28 questions related
to the Training detail of the model to understand the
model’s training process, including the code used, training
parameters, and the quantization process for quantized models.
We also noticed many questions (22) relating to the Paper
or other resource of the model. Repeated questions
were asked about the code or script used to train or fine-tune
the model or how to use the model. Thus, providing training
or the model’s usage instruction code in the model card can
improve the model’s reproducibility and usability.

Furthermore, we identified repeated questions on License
in three groups: whether the model can be used for commercial
purposes, details about the current license, and if the license
allows redistribution of the model in different platforms. This
shows the importance of providing clear and detailed licensing
information in the model card. Easily accessible license details
can help users decide if the model is suitable to use in specific
cases. Additionally, users repeatedly asked about the context
size or number of tokens to use in the model, which we
mapped to the Model type subsection. The Model type
section also includes questions about the model’s architecture
and specifications, showing users’ interest in its technical
details and constraints.

We then have 21.4% of questions, the second highest,
from the Intended Use section of the template. While
the Primary intended uses subsection typically out-
lines scenarios for using the model, we found that user ques-



TABLE I: List of the 31 topics in 5 clusters generated using BERTopic. The topics of the same cluster are grouped together

Topic Label Top 10 Keywords # of
Posts

Cluster 1: Challenges with Model Setup and Optimization 2,019
Maximum Context Length length, context, tokens, context length, max, maximum, 2048, input, model, text 515
Tokenizer File tokenizer, token, json, tokens, tokenizer model, model, tokenizer config, tokenizer config json,

special, error
385

Multilingual Support language, english, languages, chinese, translation, model, french, support, multilingual, translate 349
Prompt Design prompt, prompt format, format, template, prompt template, assistant, user, instruction, prompts,

use
276

Multilingual Audio Transcription audio, whisper, transcription, speech, transcribe, voice, language, file, output, model 224
Optimizing Inference Time electronic, music, inference, speed, time, td, slow, faster, inference time, inference speed 141
Prompt for Question Answering question, answer, answering, question answering, context, answering model, prompt, model,

answers, document
66

NSFW Censorship Analysis nsfw, uncensored, censored, scene, censorship, life, meaning, rules, oh, say 63

Cluster 2: Errors and Issues with Model Loading, Usage and Deployment 1,687
Model Loading Error layers, model layers, model, transformers, self attn, error, bias, py, file, from pretrained 523
GPU Memory Allocation Issue memory, gpu, model layers, layers, self attn, g idx, g idx model, bias model, model, vram 521
Inference API Error inference, api, inference api, 2023 07, 07, 2023, huggingface, 43, 42, endpoint 258
Model Loading Error in WebUI webui, generation webui, text generation, generation, file, py, py line, text, line, ooba-

booga windows
241

Model Deployment Error sagemaker, deploy, endpoint, aws, error, tgi, inference, aws sagemaker, instance, ml 144

Cluster 3: Seeking Assistance with Model Usage 1,503
Stable Diffusion Web UI Tutorial diffusion, stable, stable diffusion, image, ui, web ui, web, images, automatic1111, size 843
Model License license, commercial, apache, mit, commercial use, use, license model, commercially, model,

license hi
310

Model Download Issues download, download model, model, git, files, error, locally, run, load, access 135
How to Use Model use, use model, example, model, app, usage, help, code, guide, example code 80
DOI Request doi, cite, request doi, paper, request, citation, model paper, doi hi, work, like cite 72
ONNX Model Export onnx, onnx model, model onnx, export, convert, onnx version, onnxruntime, model, js, optimum 63

Cluster 4: Questions about Model Training, Evaluation and Fine-Tuning 1,226
Model Training Dataset dataset, data, bits, used, training, dataset used, int, set, std, binary 353
Sentence Embeddings for Semantic Similarity embeddings, similarity, sentence, score, embedding, model, label, sentences, use, word 207
Model Evaluation and Benchmarking evaluation, score, leaderboard, scores, benchmarks, results, accuracy, model, benchmark, hu-

maneval
186

Fine-tune Model on Dataset fine, tuning, fine tuning, tune, fine tune, tune model, model, model fine, tuning model, dataset 155
Training Code Sharing training, code, training code, share, share training, script, training script, train, scripts, thanks 136
Geneformer Perturbation Error gene, cell, geneformer, perturbation, data, cells, dataset, insilicoperturber, silico, out-

put directory
102

LoRa Model Fusion lora, loras, fine, lora model, lcm, training, peft, model, lora fine, tuning 87

Cluster 5: Updates and Requests for Model Versions 1,053
GGUF Model Version Request gguf, version, ggml, gptq, quantized, quantization, model, bit, llama, gguf version 616
Different Parameter Version Request 13b, version, 7b, model, 3b, 70b, 33b, plans, 13b version, 30b 166
Model Merging Process merge, merging, merged, models, mergekit, did, model, merge models, did merge, adapter 102
Model Discrepancy Investigation llama, llama2, chat, teacher, llama 7b, older, 7b, old, years, mother 98
Mistral-7B Fine-Tuning mistral, mistral 7b, 7b, solar, v0, 7b v0, mistral model, 10 7b, solar 10, mixtral 71

Outlier - 3,790

Total 11,278

tions focused more on technical details, such as whether the
model output can be adapted for their specific usage scenarios.
Therefore, alongside describing usage scenarios, the model
card template should include information on how flexible the
model output is for different applications.Additionally, we
encountered 7 questions on Out-of-scope use cases
where users wanted to understand the differences between the
model and others. We also noted 3 posts where users sought
advice on selecting models based on their requirements.

The third highest portion (15.2%) of questions are
about the Training Data section. Users were keen to
know about the source and composition of the training data,
which should be addressed in the Datasets subsection.
Additionally, questions were raised about how the training data

was prepared, highlighting the need for detailed information
on the dataset and preprocessing methods. This transparency is
crucial for assessing the model’s generalizability and reliability
based on its training data.

To determine whether users asked questions despite the
answers being in the model card, we examined the model card
version from before the questions were asked. We found 22
questions were asked, even though the answers were in
the model card. Some questions can be answered through
the model tags, and some are on the base model’s model card.
This shows the need to make the model cards more navigable
and searchable so that users can quickly find the information
they need.

From the unmapped questions, we found repeated ques-



TABLE II: Our mapping of user questions to model card
template sections and subsections

Sections Subsections # of Questions

Model Details

Training detail 28
Paper or other resource 22
License 21
Model type 16
Citation details 1

(49.4%) 88

Intended Use
Primary intended uses 28
Out-of-scope use cases 10

(21.4%) 38

Training Data

Datasets 20
Preprocessing 5
Motivation 2

(15.2%) 27

Quantitative Analyses
Unitary results 12
Intersectional results 1

(7.3%) 13

Evaluation Data
Preprocessing 6
Datasets 2

(4.5%) 8

Metrics
Variation approaches 3
Model performance measures 1

(2.2%) 4

Mapped Total (100%) 178
42.5% of total 419 questions

tions on topics that can be added as (sub)sections in the
model card. We noted the context of the 240 unmapped
questions, focusing on the subject of the question, and grouped
them accordingly. We found a significant number of ques-
tions (82) about how to use the model covering topics from
model input to model loading, model usage and model output.
Questions about model input are mainly focused on prompt or
instruction formats. Questions about model loading are mostly
requesting instructions on how to load the model. Questions
about model usage generally inquire about using the model
overall, with a UI or through the HF Inference API, across
different operating systems, and on a GPU. This emphasizes
the challenges users face at various stages of model use. A
(sub)section on how to use the model could address these
concerns and improve user experience.

Furthermore, we found 19 questions about the memory
or hardware requirements to load, deploy, or fine-tune
the model, showing user concerns about the computational
resources needed for effective use, deployment or fine-tuning.
Offering detailed information on system requirements and
hardware configuration recommendations in the model card
can help users prepare better for deploying or fine-tuning the
model in their specific computing environment.

We also found many questions (36) about potential
future updates or enhancements to the model. Most in-
quiries are about a quantized version of the model (9) or
the same model with different parameters (7). This reflects

user interest in the ongoing development and improvement of
the model. Addressing these questions in a roadmap or future
development (sub)section could manage user expectations.

Our analysis also showed that some questions cannot
be answered solely through the model card. For instance,
41 questions were about specific errors or bugs encountered
while using the model, which are often user-specific cases.
This supports our proposal of a comprehensive tutorial or
documentation on effectively using the model, alongside the
model card, to provide basic guidance to users. We also
encountered 16 questions regarding model fine-tuning and 9
questions asking for training instructions to train a similar
model with a different dataset. Since this process varies de-
pending on scenarios and datasets, providing technical details
on the model’s training process and basic fine-tuning guidance
would help users get started.

Users ask more technical questions than what the model
card currently covers. For unmapped questions, adding
(sub)sections on using the model effectively and its hard-
ware requirements for loading or fine-tuning the model
can address recurring inquiries. We also noted questions
about errors, bugs, and fine-tuning that may not be fully
addressed by the model card alone. However, providing a
detailed tutorial or user guide alongside the model card
can address these issues and enhance the overall user
experience with the model.

VII. DISCUSSION

The number of discussions in HF is rapidly increasing.
Although we do not find much effort involved in responding
to questions in these discussions, our results indicate the fea-
sibility of answering questions through model documentation.
Proactively answering common and straightforward questions
in model cards can reduce the number of questions posted
and allow the community to focus on more complex, user-
specific issues. From the topic analysis of the HF question-
containing discussions, we find that they mainly focus on
different topics of model development, model usage, and
requests for model variants, many of which could be found
in the model documentation. The analysis also suggests that
the topics are primarily centred on the technical details of
models, which can be best addressed by model providers.

From our manual analysis, we found that many ques-
tions can be answered following the standard model card
template. However, the current model card template gives
a general overview of the model. We suggest adding
more details related to development in the subsections re-
lated to Primary intended uses, Paper or other
resource, and Training detail of the model. We also
propose adding (sub)sections to the template to address com-
mon questions about hardware requirements and model usage.
In addition to our manual analysis, the thematic analysis of
the discussions containing questions revealed 521 discussions
about GPU memory allocation issues and 80 about how to use
the model, supporting our proposal.



Bhat et al. [8], in their study about model documentation
practice found that the Model details section is the most
filled section in model cards, yet we still found many questions
belonging to this section in our analysis, indicating support of
their claim that the information in model documents is often
vague. Their study also revealed that model documentation
is often not self-contained and directs readers to additional
resources. We also found user questions where the answers
were in additional resources.

We also found questions from users after getting different
errors. To address the errors and increase users’ technical
understanding of models, it may be beneficial to include
supplementary documentation, such as tutorials or detailed
technical guides, in addition to the model card. This will
increase the transparency of model usage and help model users
understand how to troubleshoot any issues, making the model
more accessible and usable.

VIII. THREATS TO VALIDITY

Internal Validity: The data filtering choices we made in
Section III-B could affect the internal validity of our study.
For instance, we only included repositories with at least one
like and one download to eliminate spam or toy repositories.
Our data shows that 91% of the models on HF have 0 likes,
and 71% have 0 downloads. By using one like and one
download as thresholds, we discarded 450,910 models with
5,332 discussions in total. A random check showed that most
of these were toy or spam models. Selecting higher thresholds
would discard many more discussions proportionally (e.g., 2
likes and 10 downloads would discard approximately 1,100
more discussions for 16,906 models). Future research should
explore other data filtering methods on the HF model hub to
ensure robust results.

Construct Validity: Effort is a difficult concept to measure.
There is no single metric to capture effort; hence, we used
four metrics as proxies to capture several aspects related to
effort. However, these proxies may not fully capture the true
meaning of effort. Future studies could use alternative metrics
to better assess effort.

We relied on the status of discussions to determine if
questions were resolved. Since there is no notion of ‘answer’
or ‘accepted answer’ for HF discussions, and the concepts
of ‘open’ and ‘closed’ are not well defined, we derive the
definitions from GitHub Issues and modified them to fit the
context on HF. Future studies should consider alternative ways
to determine if a question has been answered, like analyzing
the discussion responses.

For topic modelling, BERTopic can yield different results
depending on the data preprocessing step and training param-
eters. Furthermore, the cluster of topics can vary depending
on BERTopic’s clustering parameters. Therefore, we experi-
mented with various discussion preprocessing steps, training
and clustering parameters. We selected the parameters that
produced the best results while minimizing interference. In ad-
dition, we labelled topics and clusters using our knowledge of
model development disciplines and GPT assistance. Although

the labels might not be perfect, we supported our choices with
a manual review of representative posts to ensure they roughly
describe the topics and clusters accurately.

Conclusion Validity: We manually mapped the user ques-
tions to relevant model card sections based on our under-
standing. Two authors mapped the questions independently to
reduce bias. Future research should explore more objective
methods for mapping user questions to model card sections.

External Validity: We considered one model card template
for our analysis, which might introduce bias since other
templates could offer different insights. Future research should
consider using a range of templates to strengthen and general-
ize the findings. Additionally, we focus solely on discussions
in model repositories on HF. There might be more discussions
about these HF models on other platforms like GitHub and
Discord, which we did not consider, which could affect the
external validity of our study. Moreover, our findings may not
generalize to questions asked about models found on other
model hubs.

IX. RELATED WORK

A. Question and Answering (Q&A) Communities

Numerous studies have analyzed questions in various soft-
ware engineering domains, such as web development [6],
mobile development [45], game development [25], software
security [11] and testing [49], and many more [43], [32],
[39], [7], [58], [4]. Roy et al. [46] recently conducted a
systematic review of 133 articles on community question-
answering sites (CQAs) that use traditional machine learning
and deep learning methods to explore the growing volume
of CQA content. They identified key research themes in the
literature including question quality, answer quality, and expert
identification, with popular platforms being Yahoo! Answers,
Stack Exchange, and Stack Overflow (SO).

Closest to our work, Yang et al. [59] studied GitHub issues
of open-source AI repositories to investigate the problems dur-
ing the process of employing AI systems to assist developers.
They identified 13 categories of problems that developers are
likely to encounter in open-source AI repositories. Our study
is the first to analyze user questions on ML models and their
usage from HF model community discussions, focusing on
the effort involved in responding to questions and the topics
of those questions.

Supporting and Improving Answering: Several studies have
focused on supporting Q&A to improve user experience. Wang
et al. [57] made a set of suggestions to information seekers
in the MSDN Visual C# General Forum on how to make
their questions be answered faster. Wang et al. [55] suggested
Q&A website designers improve their incentive systems to
motivate non-frequent answerers to be more active and answer
questions faster. Wang et al. [56] proposed an automatic
tag recommendation system to improve the organization of
questions that helps answerers find questions on their topic
of interest. Nadi and Treude [35] developed and compared
four potential approaches to identify key sentences from SO
answers to help users decide whether an answer is relevant to



their task and context. Luong et al. [30] developed ArSeek,
a context-specific algorithm to capture relevant information
from discussions, allowing developers to access useful API
resources quickly. Abbasiantaeb et al. [1] used Transformer-
based language models to rank candidate answers for each
question. Ahmed et al. [3] used CNN-based and BERT-
based models to recommend highlighted content with different
formatting styles in SO. Lill et al. [28] proposed an approach to
automatically identify repeated questions and suggest answers
from previous discussions on SO and Discord. In addition,
there are many recent studies that focus on domain-specific
automated question answering [14], [60], [50], [24]. In our
study, we propose the use of model cards to address common
user questions to improve question-answering.

B. Studies on the HF Community

There are a few recent studies that have examined the
metadata of repositories in HF and its community. Osborrne
et al. [38] analyzed various aspects of development activ-
ities in HF like interactions in model, dataset, and space
repositories; collaboration in model repositories; and model
adoption in spaces, to understand collaborative practices in
the open AI ecosystem. Castaño et al. [9] examined the status
and evolution of the HF community by analyzing changes
in popularity, framework usage, tag and dataset trends, and
key author groups. Closest to our work, Taraghi et al. [51]
conducted an empirical study on the HF discussion forum
and identified 17 categories of challenges, while our study
focuses on understanding questions asked related to models in
the HF model repositories’ discussions. Taraghi et al.’s finding
of the most prominent category of challenges, Model Usage &
Understanding, and Training Pipeline, supports our proposal
to add more development-related content on training and a
section on how to use the model in the model card.

C. Model Documentation Analysis and Improvement

Current studies examine the content of existing model
documentation to identify gaps and scope of improvements
in model documentation [8], [27], [41], [37]. Bhat et al. [8]
and Liang et al. [27] showed that model cards do not often
contain enough information about different sections of the
proposed standard template. Pepe et al. [41] highlighted the
need for better documentation of training datasets, biases,
and licenses in pre-trained models to improve transparency
and mitigate potential biases and legal issues. Oreamuno et
al. [37] found that many models and datasets in the HF
store lack comprehensive documentation, either failing to meet
user needs or lacking enforcement. The study demonstrated
inconsistencies in ethics and transparency-related documen-
tation for ML models and datasets, indicating the need for
improved practices to address ethical concerns, biases, and
limitations. Additionally, they suggested adding categories for
model versioning and attribution in documentation standards.

Crisan et al. [10] introduced a new design for model docu-
mentation, the Interactive Model Card (IMC), to make it more

understandable and actionable for a wider range of stakehold-
ers, by incorporating interactive elements and human-centered
design principles into the model documentation process. The
authors provided guidelines for IMC based on the feedback
from both AI experts and non-expert analysts which enhance
the transparency and interpretability of model details for a
diverse range of stakeholders. Tsay et al. [53] identified
challenges in documenting AI models, including the reliance
on manual processes and lack of standardized practices, which
lead to inconsistencies and information gaps. As a solution,
they extracted metadata relevant to model documentation from
software repositories and created a searchable catalog using
this metadata to improve model documentation.

X. CONCLUSION

In this paper, we analyze 11,278 discussions about ML
models on HF. We find that while answering questions does
not require much effort, questions that do not receive a
response in 24 hours are unlikely to be answered at all. Also,
71.9% of the question-containing discussions are open, of
which, 40.1% are open without a response. A topic analysis of
the question-containing posts shows that most discussions are
related to technical details of model development and model
usage, and requests for model variants. Through a manual
analysis of the questions, we found that 42.5% of the questions
could be answered following a standard model card template,
and adding (sub)sections on model usage and hardware re-
quirements would cover even more frequently asked questions.
With our suggestion for model card enhancements, we believe
support efforts for model developers can be simplified. The
suggested improved model documentation can optimize the
question-answer process and decrease wait time for an answer.
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and J. L. Guo, “Aspirations and Practice of ML Model Documentation:
Moving the Needle with Nudging and Traceability,” in Proceedings of
the 2023 CHI Conference on Human Factors in Computing Systems,
2023, pp. 1–17.

[9] J. Castaño, S. Martı́nez-Fernández, X. Franch, and J. Bogner, “Analyzing
the Evolution and Maintenance of ML Models on Hugging Face,” in
2024 IEEE/ACM 21st International Conference on Mining Software
Repositories (MSR). IEEE, 2024, pp. 607–618.

[10] A. Crisan, M. Drouhard, J. Vig, and N. Rajani, “Interactive Model
Cards: A Human-Centered Approach to Model Documentation,” in
Proceedings of the 2022 ACM Conference on Fairness, Accountability,
and Transparency, ser. FAccT ’22. New York, NY, USA: Association
for Computing Machinery, 2022, pp. 427–439. [Online]. Available:
https://doi.org/10.1145/3531146.3533108

[11] R. Croft, Y. Xie, M. Zahedi, M. A. Babar, and C. Treude, “An empirical
study of developers’ discussions about security challenges of different
programming languages,” Empirical Software Engineering, vol. 27, pp.
1–52, 2022.

[12] K. DENECKE, “What Do Autistic People Discuss on Twitter? An
Approach Using BERTopic Modelling,” Caring is Sharing—Exploiting
the Value in Data for Health and Innovation: Proceedings of MIE 2023,
vol. 302, p. 403, 2023.

[13] B. Ding, C. Qin, L. Liu, Y. K. Chia, S. Joty, B. Li, and L. Bing, “Is GPT-
3 a Good Data Annotator?” arXiv preprint arXiv:2212.10450, 2022.

[14] L. do Nascimento Vale and M. de Almeida Maia, “Towards a question
answering assistant for software development using a transformer-based
language model,” in 2021 IEEE/ACM Third International Workshop on
Bots in Software Engineering (BotSE). IEEE, 2021, pp. 39–42.

[15] A. Donald, A. Galanopoulos, E. Curry, E. Muñoz, I. Ullah, M. Waskow,
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