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ABSTRACT
Software testing is still a manual activity in many industries, such
as the gaming industry. But manually executing tests becomes im-
practical as the system grows and resources are restricted, mainly
in a scenario with short release cycles. Test case prioritization is a
commonly used technique to optimize the test execution. However,
most prioritization approaches do not work for manual test cases
as they require source code information or test execution history,
which is often not available in a manual testing scenario. In this
paper, we propose a prioritization approach for manual test cases
written in natural language based on the tested application features
(in particular, highly-used application features). Our approach con-
sists of (1) identifying the tested features from natural language test
cases (with zero-shot classification techniques) and (2) prioritizing
test cases based on the features that they test. We leveraged the
NSGA-II genetic algorithm for the multi-objective optimization of
the test case ordering to maximize the coverage of highly-used
features while minimizing the cumulative execution time. Our find-
ings show that we can successfully identify the application features
covered by test cases using an ensemble of pre-trained models
with strong zero-shot capabilities (an F-score of 76.1%). Also, our
prioritization approaches can find test case orderings that cover
highly-used application features early in the test execution while
keeping the time required to execute test cases short. QA engineers
can use our approach to focus the test execution on test cases that
cover features that are relevant to users.

CCS CONCEPTS
• Computing methodologies → Natural language processing;
• Software and its engineering→ Software testing and debugging.

KEYWORDS
Test case prioritization, Multi-objective genetic algorithm, Zero-
shot classification, Feature usage

1 INTRODUCTION
Software testing is an essential, yet costly, quality assurance activity
during the software development life cycle [4, 17, 19, 21]. Despite
the recent advances in test automation techniques [31, 41, 42, 52],
manual tests are still widely performed across different indus-
tries [19, 41, 42, 53, 59]. In the gaming industry, for example, game
developers face several challenges to automate tests and, conse-
quently, manual testing is a predominant practice [41, 42, 53–55].

Manually executing tests is a tedious activity and requires a
large amount of human effort as testers need to perform several
steps to achieve the testing goal [54, 55]. As systems grow and the
number of test cases increases, it becomes impractical to execute

all manual test cases, mainly in a scenario with a short release
cycle [19, 21, 22, 27].

Prior work proposed several approaches to optimize the execu-
tion of test cases when resources are restricted, such as prioritizing
test cases during regression testing [15, 16, 21, 34, 39, 40, 43, 49, 57,
65]. However, most proposed approaches do not work for manual
test cases as (1) they depend on test case source code, which does
not exist for manual test cases and (2) the execution history of test
cases, which could be out-of-date or difficult to be accessed [62]
or is generally not meaningful for manual test cases as they tend
to be specified at a higher level. Because of these two limitations
of manual test cases, it is difficult to automatically prioritize their
execution based on a meaningful metric.

In this paper, we propose an approach for prioritizingmanual test
cases that are written in natural language based on the application
feature(s) that they test. In particular, we prioritize test cases that
test highly-used application features, to ensure that the limited
testing resources are used to test features in which bugs will affect
the largest group of users. Our approach performs a multi-objective
optimization with the widely-used NSGA-II genetic algorithm [12]
to find optimal orderings of test cases according to two objectives:
(a) highly-used feature coverage and (b) test case execution time.
For objective (a), we need to identify the link between the test cases
and the application features to identify which features are covered
by test cases. We then collect the feature usage data for each feature.
To identify this link, we leverage the strong zero-shot capabilities
of several pre-trained language models.

We evaluated and optimized our approach for the data of a game
from our industry partner (Prodigy Education).1 Our experiments
were performed with the test cases in the test suite of Prodigy
Education.

The main contributions of our work are as follows:
• We build an automated mapping between natural language
test cases and the game feature(s) that they cover.

• We propose a novel prioritization technique for natural lan-
guage test cases based on the game feature(s) that they cover,
in particular, the highly-used game features.

The source code of our experiments is available online.2 The
remainder of our paper is structured as follows. Section 2 describes
our industrial case subject and Section 3 gives an overview of our
approach for test case prioritization. Section 4 presents the experi-
ments and results to build our zero-shot ensemble model. Sections 5
and 6 present and discuss the prioritization experiments and results.
We discuss practical aspects of our approach in Section 7, related

1https://www.prodigygame.com/main-en/
2https://github.com/asgaardlab/natural-language-test-prioritization
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work in Section 8 and the threats to validity in Section 9. Finally,
Section 10 concludes the paper.

2 INDUSTRIAL CASE STUDY SUBJECT
In this paper, we applied our approach to the Prodigy Math game
(from Prodigy Education), which is a proprietary, online, RPG-style
educational math game with more than 100 million users around
the world. The game contains over 50,000 math questions spanning
Grade 1-8. The players play the role of a character (a wizard) in
the Prodigy world and can go to several world zones available in
the game. As the players answer math questions, their wizards
can evolve, learn new spells, and acquire new equipment and in-
game items. We use the test cases designed by Prodigy Education
developers, the usage data generated by the players and the features
of the Prodigy Math game as input for our approach.
Dataset characteristics. Our case study subject has 1,146 test
cases that are written in natural language. Each test case contains
the following fields:

• a test case name.
• an objective with the main goal of the test case.
• the time required to execute the test case, as provided by
developers and QA engineers.

• one or more steps that the tester must perform.
The total combined execution time of the test cases is 133 hours.

In total, the test cases cover 110 features of the Prodigy Math game.
Every test case covers at least one feature, and a feature may be
covered by more than one test case. For example, the “login” feature
is covered by 27 test cases. In our data, a test case covers a median
of 2 game features.

3 OVERVIEW OF OUR APPROACH FOR TEST
CASE PRIORITIZATION

Our approach for prioritizing natural language test cases consists of
two steps: (1) automatically identifying the tested game feature(s)
from natural language test case descriptions and (2) prioritizing test
cases based on the highly-used game features covered by test cases.
Our approach finds the orderings of test cases that maximize the
number of highly-used features covered early in the test execution
and minimize the execution time. Figure 1 presents an overview of
our approach.

3.1 Input
Our approach takes as inputs (1) manual test cases specified in
natural language, (2) a pre-defined set of features of the application
under test, and (3) the data generated from the interaction of users
with the system (e.g., an execution log).

3.2 Extracting test case information
Our approach starts by extracting the execution time and textual
descriptions from test cases. We use the concatenation of the test
case name and objective as the textual description of the test case.
We then use several techniques with strong zero-shot capabilities
to identify the game features tested by test cases as we do not have
a mapping between test cases and the game feature(s) that they
cover. Since a test case might cover more than one feature, our
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Figure 1: Overview of our approach for prioritizing natural
language test cases.

Name Co-op: Joining a team

Objective Verify the functionality of joining another
player’s team

Test steps

1. Log into the game
2. Try to join the team of another player
3. Verify that the student joined the other
player’s team

Exec. time 1 (minute)
Cov. features co-op, co-op join
Table 1: Test case example with the covered features.

approach performs a multi-label classification of test cases with
those techniques. We chose the zero-shot approach because we do
not have labeled data to train a classifier from scratch or even to
fine-tune pre-trained models, as they require large amounts of data.
Manually labeling data to train a classifier is not feasible because
we have more than a hundred labels. Also, a manual classification
of all the data is error-prone and infeasible due to the large number
of test cases.

Table 1 shows an example test case with the corresponding cov-
ered features as identified by our zero-shot classification techniques.
The test case named “Co-op: Joining a team” verifies whether play-
ers can join another player’s team during a cooperative battle, and
therefore, covers the cooperative battles feature (named “co-op”)
and, more specifically, the feature that allows players to join an-
other player’s team in a cooperative battle (named “co-op join”).
We store the features identified by the zero-shot techniques in a
feature coverage vector, which is [co-op, co-op join] in our example.
And after this stage, every test case has a corresponding feature
coverage vector.

3.3 Analyzing game features
Our approach uses game feature usage data to prioritize test cases
that test highly-used features. We collect the total number of uses
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for each feature of the game for a specific period of time from the
execution logs (in our case, the events that are stored in Prodigy’s
data warehouse). As the feature usage metric in our experiments,
we used the average number of feature uses per week for an entire
school year (September 2021 to June 2022).

3.4 Optimizing test case execution
Finally, our approach performs a multi-objective optimization with
the test case descriptions (with the corresponding feature coverage
vector), the feature usage metric (total number of uses), and the
test case execution time. Our approach optimizes the test case
order based on a maximization of the number of highly-used game
features covered by test cases and a minimization of the cumulative
test execution time.

4 IDENTIFYING GAME FEATURES FROM
NATURAL LANGUAGE TEST CASES

In our work, we leverage techniques with strong zero-shot ca-
pabilities to identify the link between the manual test cases and
the features that they cover. Recently proposed pre-trained lan-
guage models (such as BART [28]) have strong zero-shot capabili-
ties, which means that their knowledge (obtained from very large
amounts of data used during pre-training) can be transferred to a
new domain which has no labeled data [7, 14, 28]. As a result, we
can apply these pre-trained models to new data and classes. Prior
work has demonstrated the success of zero-shot learning in differ-
ent fields, such as computer vision, speech, and natural language
processing [9, 10, 13, 44, 52, 61].

4.1 Experiment setup
We did experiments to evaluate the performance of each individual
zero-shot classification technique in our dataset. In addition, to
have a more robust zero-shot classification, we experimented with
different ensembles of the individual zero-shot techniques, as we
explain below. For all the experiments, we used the 1,146 test cases
of the Prodigy Math game and a list of 110 features that was defined
by the game developers.

Techniques for zero-shot classification. We used three tech-
niques that have strong zero-shot capabilities as demonstrated by
prior work [13, 60, 61, 64]:

4.1.1 BartLargeMNLI. facebook/bart-large-mnli [28] is a model
trained on the Multi-Genre Natural Language Inference (MNLI)
dataset which has been shown to have strong zero-shot capabilities
for text classification [64].

4.1.2 CrossEncoderNLI. cross-encoder/nli-distilroberta-base3 is
a model trained with a cross-encoder architecture to learn sen-
tence embeddings [45] using the MNLI and the Stanford Natu-
ral Language Inference (SNLI) datasets, which also has zero-shot
capabilities for text classification. For both BartLargeMNLI and
CrossEncoderNLI models, we provide the textual description of a
test case and a list of all the game features of the Prodigy Math game.
The models output the game features sorted by their probability of
being related to the test case.
3https://huggingface.co/cross-encoder/nli-distilroberta-base
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Figure 2: Overview of our LatentEmb technique for test case 1.

4.1.3 LatentEmb. This is an unsupervised, similarity-based tech-
nique that uses text embedding methods to embed sentences (to be
classified) and the candidate labels and uses a similarity metric (e.g.,
cosine) to find the labels that are similar to the sentence [13, 60, 61].
The sentence is then classified into the most similar labels (i.e., la-
bels that are close to the sentence in the embedding space). We need
to use a sentence embedding model to embed sentences and a word
embedding models to embed labels (which are usually single words).
In our work, we use the popular Sentence-BERT (SBERT)model [45]
to embed test case textual descriptions (i.e., sentences), with the
sentence-t5-large pre-trained checkpoint, and the Word2Vec embed-
ding model [37] to embed the game features (i.e., labels). However,
we cannot compute the cosine similarity directly between the em-
bedding vectors from SBERT and Word2Vec since they have differ-
ent scales (SBERT vectors are 768-dimensional, while Word2Vec
vectors are 300-dimensional). To compare the embeddings, we need
to have the embeddings from test case description and game fea-
tures in the same space. Therefore, we performed a least-squares
linear regression to learn a mapping between the SBERT and the
Word2Vec spaces.4 In practice, the mapping is a “transfer” matrix
that can be used to transfer embeddings from one space to the other.
We can then embed test case descriptions and game features with
SBERT, use the matrix to transfer all embeddings to the Word2Vec
space, and compute the consine similarity in the Word2Vec space.
Figure 2 shows how we used LatentEmb to identify the game fea-
tures covered by a test case example (test case 1).

To build the mapping, we need to embed the same set of words
with both SBERT and Word2Vec and then perform a linear regres-
sion with those embedding vectors. We used the top-20k most
frequent words from Word2Vec for the linear regression. With the
computed matrix, we can embed the description of a test case and
the game features with the SBERT model and used the matrix to
transfer the embeddings to the 300-dimensional Word2Vec embed-
ding space, where we can compute the cosine metric between the
test case embedding and the game feature embeddings. We per-
formed a preliminary analysis to evaluate other word embedding
models (Glove and Fasttext), but using Word2Vec with the top-20k
words achieved the best performance. We also used the preliminary
analysis to determine the optimal classification threshold to be used
for the cosine similarity in the LatentEmb approach and for the
two pre-trained models (as their outputs contain the game features
4https://joeddav.github.io/blog/2020/05/29/ZSL.html

https://huggingface.co/cross-encoder/nli-distilroberta-base
https://joeddav.github.io/blog/2020/05/29/ZSL.html
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Test case name True feat. cov. vector Predicted feat. cov. vector Ground truth binary vector
[battle, login, co-op]

Predicted binary vector
[battle, login, co-op]

Login on mobile device login co-op [0, 1, 0] [0, 0, 1]
Start co-op battle battle, co-op login, co-op [1, 0, 1] [0, 1, 1]
Check animations in battle battle battle [1, 0, 0] [1, 0, 0]

Table 2: Example of multi-label classification of test cases. Binary vectors for the “battle” feature are highlighted in green
(ground truth) and orange (predicted).

along with their probabilities). We used the best thresholds found
in our analysis: 0.9 for BartLargeMNLI, 0.6 CrossEncoderNLI, and
0.2 for LatentEmb (we give more details on how we could evaluate
the models in Section 4.2 below).

Ensembles of techniques for zero-shot classification. We also
experimented with different ways of aggregating the classifications
from each individual zero-shot technique to build an ensemble. Be-
low, we explain the different aggregation methods that we explored.

4.1.1 Ensemble with majority voting (EnsMajorVoting). Our ini-
tial idea is to use a majority voting approach to obtain the final
classifications. This ensemble uses the sets of labels obtained from
each individual zero-shot model and selects the labels provided by
at least two models.

4.1.2 Ensemble with full intersection (EnsFullInters). Aiming
at having more robust and high-confidence classifications, this
ensemble uses only the labels that were provided by all the three
models.

4.1.3 Ensemble with back-off using top-2 models (EnsBackOffTwo).
The ensemble above (EnsFullInters) might be too strict some-
times, so we evaluated an ensemble that first obtained the labels
that were provided by all the three models and, if that results in an
empty set, this ensemble backs-off to the intersection of the two
best individual models. Note that this is different from majority
voting, which uses the labels provided by a minimum of any two
models (not only the top-2 best models).

4.1.4 Ensemble with back-off using all models (EnsBackOffComplete).
If the intersection of all three models is empty, our approach backs-
off and inspects the intersection of the two best individual models.
Then, if the top-2 intersection is still an empty set, the approach
backs-off again and inspect the intersection of the best and third
best model. At last, if that also results in an empty set, we use the
intersection between the second and third best models. Note that
for all the ensembles, if the final result set is empty, we do not
assign any labels to the test case.

Baseline. To have a “sanity check”, we use a keyword search ap-
proach as baseline. We search the feature name in the test descrip-
tion to find if that feature is covered by that test case.

4.2 Evaluation
To evaluate our proposed approaches, we manually labeled a subset
of the test cases in the test suite of Prodigy Education. Please note
that we only labeled the data to be able to evaluate the zero-shot and
ensemble models. To use our approach in practice, no manual data

labeling is necessary. To label the test cases, the first author, who
has an extensive knowledge of the Prodigy Math game, randomly
selected test cases until there was at least one labeled example for
each label. In total, we labeled 211 test cases and there are, on aver-
age, 3 examples for each label. Using the labeled data, we computed
the precision, recall, and F-score for all the evaluated approaches.
As the F-score metric penalizes both the false positives and false
negatives, we focus the discussions on that metric. To compute the
evaluation metrics for our multi-label classification task, we used
the scikit-learn package, which computes the metrics for each
individual label and obtains the average. We used a weighted aver-
age because our labels are imbalanced (i.e., the number of labeled
examples for each label is different). To clarify how we computed
the F-score for our multi-label classification, Table 2 shows exam-
ples of three test cases, their true feature coverage vector, and the
feature coverage vector predicted by a model. We used the Mul-
tiLabelBinarizer from scikit-learn to obtain the binary vectors
from the feature coverage vectors. The binary vectors follow a fixed
order of the features, such as [battle, login, co-op] in our example,
and contain ‘1’ in case that feature is present and ‘0’ otherwise. We
then compute the evaluation metrics (e.g., F-score) for each label
individually (i.e., for each game feature) and average the per-label
metrics. For example, for the “battle” feature, we use the binary
elements that correspond to the position of “battle” in the ground
truth binary vectors (i.e., the first elements, which are highlighted
in green), which gives [0, 1, 1]. We do the same for the predicted
binary vectors (elements highlighted in orange) and obtain [0,0,1].
We then compute the F-score between those two vectors, which
gives an F-score of 0.67. We do the same procedure for all game
features and compute their average weighted by the number of
times each game features appears in the ground truth (e.g., “battle”
appears two times, in the second and third test cases, while “login”
appears once, in the first test case).

4.3 Results
Table 3 presents the results of our experiments with the zero-shot
models. All the ensemble approaches perform better than the indi-
vidual models and the baseline. The EnsBackOffComplete approach
has the best performance, with an F-score of 76.1, followed closely
by the EnsBackOffTwo approach, with an F-score of 76.0. The best
individual model is the LatentEmb, with an F-score of 72.3, while
the BartLargeMNLI and the CrossEncoderNLI achieved F-scores of
70.5 and 69.9, respectively. Based on these results, we used the
EnsBackOffComplete approach to classify all the test cases in our
dataset.
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Zero-shot approach F-score Precision Recall
Baseline (keyword search) 59.8 65.5 60.0
BartLargeMNLI 70.5 69.9 79.9
CrossEncoderNLI 69.9 73.5 75.3
LatentEmb 72.3 71.5 80.9
EnsMajorVoting 74.1 71.5 84.4
EnsFullInters 74.7 74.2 83.1
EnsBackOffTwo 76.0 78.3 78.9
EnsBackOffComplete 76.1 78.0 79.2

Table 3: Results of experiments with the zero-shot models.

5 MULTI-OBJECTIVE PRIORITIZATION OF
NATURAL LANGUAGE TEST CASES

To optimize the execution of manual test cases, our approach per-
forms a multi-objective optimization using a genetic algorithm. Be-
low, we explain how we applied the non-dominated sorted genetic
algorithm (NSGA-II) genetic algorithm [12] to test case prioritiza-
tion, the performed experiments and the obtained results.

5.1 Multi-Objective Genetic Algorithms
A genetic algorithm is a search-based heuristic that uses the con-
cept of natural evolution to find the best solutions from a large
number of possible solutions [11]. In our case, a possible solution is
a specific test case ordering that is searched among all possible test
case orderings (i.e., all the permutations of orderings). We apply
the NSGA-II algorithm [12] because it has been widely used for
multi-objective optimization for different purposes in the software
engineering field [29, 48, 50, 57]. At each iteration, the algorithm
uses an objective function (i.e., fitness function) to evaluate the
candidate solutions that we generated. Differently from a single-
objective optimization, in which the candidates are evaluated using
a single objective, in a multi-objective scenario, there is a trade-
off between the multiple objectives. NSGA-II uses the concept of
dominance [11, 26] to determine the best solutions. A solution s1
dominates solution s2 (s1 ⪯ s2) if s1 is no worse than s2 for all the
objectives and s1 is strictly better than s2 for at least one objective.
In the end, the algorithm outputs a set of non-dominated solutions,
which are called the Pareto front [26].

5.2 Test Case Prioritization Using NSGA-II
For our work, a Pareto front consists of a set of test case orderings
with the optimal trade-off between the objectives. To use NSGA-
II, we need to define the solution encoding (i.e., how a solution is
represented). In our case, as a solution corresponds to a specific
test case ordering, we assign a unique integer to identify each test
case. Therefore, a solution is represented by an ordered sequence
of integers [1, 2, · · · , 𝑛], where n is the total number of test cases
in our test suite. We initialize NSGA-II by randomly sampling a
subset of all the possible test case orderings. For the required genetic
operators, we use the default operators provided by the Python
package that we used (pymoo [5]) for permutation problems: binary
tournament for the selection operator, order-based crossover for
the crossover operator (order-based is a crossover operator proper

for permutation encoded chromosomes, such as our case), and
inversion mutation for the mutation operator.

5.3 Objective functions for NSGA-II
We defined three objective functions that are used during the opti-
mization process in our experiments. Similarly to prior work [49,
50], we use normalized metrics as the objective functions to avoid
bias of the model towards functions with larger values. In addition,
normalized objective functions are inherently more interpretable.

As we mentioned in Section 3, the goal of our prioritization ap-
proach is to search for test case orderings such that (1) highly-used
features are covered early in the test execution and (2) test cases
with shorter durations are executed early in the testing. During
our experiments, for comparison purposes, as we explain in Sec-
tion 5.5, we also performed an optimization such that (3) a large
number of features (not necessarily the highly-used features) are
covered early in the test execution and (2) test cases with shorter
durations are executed early in the testing. To capture these three
criteria during the test case prioritization, we defined the following
objective functions.

5.3.1 Feature ranking similarity (featRankSim). This metric mea-
sures the similarity between two rankings: the feature usage rank-
ing (in which the features are sorted by their total number of uses)
and the feature testing ranking (in which the features are sorted ac-
cording to the order in which they are covered when executing the
ordered test cases). Ideally, the feature testing ranking is the same
as the feature usage ranking. To measure the ranking similarity,
we used the normalized discounted cumulative gain (NDCG) met-
ric [25, 58]. NDCG is commonly used to compute ranking quality in
Information Retrieval-based systems [36] and uses a graded-scale
relevance for documents, where the usefulness of a document is
measured based on its position in the ranking (highly-relevant doc-
uments should be at the top of the ranking). The cumulative gain
score is computed as we move from top to bottom in the ranking.
The lower the position of a document in the ranking, the lower
the gain that it provides to the final score. Because of this, NDCG
gives greater importance to documents in the top of the ranking.
For example, differences in the top of the ranking have a larger
impact on the score than differences in the bottom of the ranking.
We used the scikit-learn implementation of NDCG, which lies
in the range [0,1], with 1 indicating a perfect match between the
obtained ranking and the ideal ranking. In our case, a document is
a game feature and we use the total number of uses of the feature
as its relevance score. The ideal ranking is obtained by sorting the
features by their usage (feature usage ranking). Finally, we want
to maximize the featRankSim objective to have the feature testing
ranking as similar to the feature usage ranking as possible (which
means that highly-used features are tested early in the test case
ordering).

5.3.2 Cumulative execution time (cumExecTime). This metric cap-
tures how the cumulative execution time of test cases changes as
test cases are executed in a specific order. For each executed test
case, its execution time is added to the partial cumulative execution
time. Since we want cumExecTime to increase as slow as possible
as we execute the ordered test cases, we use the AUC obtained as
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Figure 3: Examples to demonstrate our objective function.

we move along the sequence of ordered test cases as the objective
function (𝐴𝑈𝐶𝑇𝑖𝑚𝑒 ). We normalize 𝐴𝑈𝐶𝑇𝑖𝑚𝑒 with regard to the
maximum area (which is the test case ordering in which the first test
case has an execution time that corresponds to the total execution
time of the test suite).

5.3.3 Cumulative feature coverage (cumFeatCov). This metric cap-
tures how the number of covered features increases as test cases
are executed in a specific order. Since one feature might be tested
in multiple test cases, we need to define a minimum number of test
cases necessary to consider that a feature has been covered. We
defined a threshold for the percentage of test cases that is sufficient
to consider that a feature was indeed tested and can be counted as
covered (which we call per-feature coverage threshold). For example,
if the per-feature coverage threshold is 0.8, we only consider feature
“A” covered after executing 4 out of 5 test cases that cover that
feature. To obtain the cumFeatCov metric, we get the set of features
associated with the test cases as they are executed one at a time and
compute how many features are covered. A feature is considered
covered if its per-feature coverage threshold is met. Since we want
cumFeatCov to increase as quick as possible as we execute the or-
dered test cases, we use the area under the curve (AUC) obtained as
we move along the sequence of ordered test cases as the objective
function (𝐴𝑈𝐶𝐹𝑒𝑎𝑡 ). We normalize 𝐴𝑈𝐶𝐹𝑒𝑎𝑡 similarly as we do for
𝐴𝑈𝐶𝑇𝑖𝑚𝑒

Figure 3 presents examples of different test case orderings that
achieve different𝐴𝑈𝐶𝐹𝑒𝑎𝑡 and helps to clarify our goal of maximiz-
ing 𝐴𝑈𝐶𝐹𝑒𝑎𝑡 . Figure 3a shows a test case ordering in which a large
number of features is covered early in the sequence (which yields a
large 𝐴𝑈𝐶𝐹𝑒𝑎𝑡 of 0.84), while Figure 3b shows that the number of
covered features increases slower than in Figure 3a (which yields
a smaller 𝐴𝑈𝐶𝐹𝑒𝑎𝑡 of 0.50). Since we want the number of covered
features to increase as quick as possible, the ordering with the larger
𝐴𝑈𝐶𝐹𝑒𝑎𝑡 is preferable.

5.4 Stopping Criteria for NSGA-II
Lastly, we need to define the stopping criteria for NSGA-II so that
the algorithm can be stopped when no progress is made in the
search for the optimal solutions. Similarly to prior work [50], and
to have a systematic way of deciding when to stop the algorithm
execution, we defined two stopping criteria that we used in our
experiments.
T-test: for the non-dominated solutions 𝑠𝑖 of each new generation
𝑔𝑖 during NSGA-II execution, we run a t-test [56] for each objective
to compare the non-dominated solutions of the new generationwith
the solutions 𝑠𝑖−1 of the previous generation 𝑔𝑖−1. For example, if

generation 𝑔𝑖 has 10 solutions, there are 10 non-dominated test case
orderings, i.e., 10 values for each objective:𝐴𝑈𝐶𝐹𝑒𝑎𝑡 ,𝐴𝑈𝐶𝑇𝑖𝑚𝑒 , and
featRankSim. When the t-tests for all the objectives show that the
difference between the two generations is insignificant (p-value >
0.05) for five consecutive generations, the algorithm execution is
stopped.
Mutual Dominance Rate (MDR): we also use the set of non-
dominated solutions for two consecutive generations 𝑔𝑖−1 and 𝑔𝑖
to compute the mutual dominance rate (MDR) indicator [18, 35].
Consider a function Δ(𝑔𝑖−1, 𝑔𝑖 ) that returns the set of solutions in
𝑔𝑖−1 that are dominated by at least one solution in 𝑔𝑖 . We can then
formulate the MDR as:

𝑀𝐷𝑅 =
|Δ(𝑔𝑖−1, 𝑔𝑖 ) |

|𝑔𝑖−1 |
− |Δ(𝑔𝑖 , 𝑔𝑖−1) |

|𝑔𝑖 |
where |𝑔| is the number of elements in g.

The MDR indicator ranges from -1 to +1, in which an MDR
of -1 indicates that the solutions of the current generation are
not better than the solutions of the previous generation, while
an MDR of +1 indicates that the current solutions are completely
better than the previous solutions. An MDR of zero means that no
significant progress has been made [35]. Since the MDR can have
alternated signs due to the randomness of genetic algorithms, we
consider that the algorithm can be stopped when MDR lies within
a pre-defined range [-a, a] (as done in prior work [50]) for five
consecutive generations (which is stricter than prior work [50]).
We experimented with different MDR ranges, as we explain below.

5.5 Experiment setup
In this section, we describe the experiments that we performed
to assess how our approach works in different scenarios and with
different parameters. For all experiments, we used our dataset of
1,146 test cases, with a total execution time of 133 hours and 110
game features covered by test cases. Similarly to prior work [1, 20,
49, 50], we used random-based search approaches as the baselines
with which we compare our approaches. We randomly selected 50
test case orderings, named 𝑅𝑎𝑛𝑑𝑜𝑚50, and 100 test case orderings,
named 𝑅𝑎𝑛𝑑𝑜𝑚100. The random orderings were selected without
replacement from the entire population of test case orderings. Also,
following the literature guidelines [2, 49], we used a population of
100 in all our experiments. We executed NSGA-II 50 times during
the experiments to mitigate the randomness involved in genetic
algorithms and we report the results from all 50 runs.
Experiment 1: number of covered game features versus test
execution time (without feature usage). In this experiment, we
performed a bi-objective optimization for different combinations of
per-feature coverage threshold and stopping criteria. We performed
the test case prioritization only with the 𝐴𝑈𝐶𝐹𝑒𝑎𝑡 and 𝐴𝑈𝐶𝑇𝑖𝑚𝑒

objective functions. Our goal is to understand the trade-off between
game feature coverage and execution time when no feature usage
information is included. We evaluated four per-feature coverage
thresholds: 50%, 75%, 90%, and 100%. We consider that 50% is the
minimum acceptable threshold to consider that a feature is cov-
ered. For each per-feature coverage threshold, we evaluated three
approaches with different intervals for MDR in the stopping criteria:
𝑆𝑡𝑜𝑝0.25, 𝑆𝑡𝑜𝑝0.10, and 𝑆𝑡𝑜𝑝0.05, with the following ranges: [-0.25,
0.25], [-0.10, 0.10], and [-0.05, 0.05]. For the stopping criteria, both
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the t-test (p-value > 0.05) and the MDR criteria must be satisfied
for five consecutive generations.
Experiment 2: number of covered highly-used game features
versus test execution time (with feature usage). In this experi-
ment, we used the game feature usage in the optimization through
the featRankSim objective function instead of only the number of
covered game features. Our goal is to find test case orderings that
test highly-used features early in the test execution in the shortest
amount of time. We evaluated the same stopping criteria as in ex-
periment 1, i.e., the [-0.25, 0.25], [-0.10, 0.10], and [-0.05, 0.05] MDR
ranges together with the t-test. For experiment 2, as we included
feature usage, we named the approaches as follows: 𝑆𝑡𝑜𝑝0.25_𝑢𝑠𝑎𝑔𝑒 ,
𝑆𝑡𝑜𝑝0.10_𝑢𝑠𝑎𝑔𝑒 , and 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 .

5.6 Evaluation of test case prioritization
approaches

For each approach, we report the number of non-dominated solu-
tions obtained, the number of fitness evaluations of NSGA-II, and
the execution time until the algorithm was stopped. In all cases, we
report the median obtained from the 50 runs. The number of fitness
evaluations corresponds to the number of test case orderings that
were inspected during the optimization and represents the speed
with which our approaches converge and their practical applica-
bility. We also report the median of the 𝐴𝑈𝐶𝐹𝑒𝑎𝑡 and 𝐴𝑈𝐶𝑇𝑖𝑚𝑒

objective functions for experiment 1, and of the featRankSim and
𝐴𝑈𝐶𝑇𝑖𝑚𝑒 objective functions for experiment 2. Following the liter-
ature recommendations [1], we used the Mann-Whitney U-test [33]
and Cliff’s delta d effect size [30, 46] to statistically compare our
approaches. We adopt the thresholds for d as provided by Hess and
Kromrey [23]: negligible if |𝑑 | ≤ 0.147, small if 0.147 < |𝑑 | ≤ 0.33,
medium if 0.33 < |𝑑 | ≤ 0.474, and large if 0.474 < |𝑑 | ≤ 1.

5.7 Results
In this section we present the results of the two experiments that
we performed. We report the results from all the 50 executions of
the NSGA-II algorithm.
Experiment 1: number of covered game features versus test
execution time (without feature usage). Figure 4 shows the
non-dominated solutions found by 50 runs of NSGA-II for our
approaches across different per-feature coverage thresholds. The
𝑆𝑡𝑜𝑝0.05 approach found a median of 56.5 non-dominated solutions
across all per-feature coverage thresholds, while the 𝑆𝑡𝑜𝑝0.10 and
𝑆𝑡𝑜𝑝0.25 approaches found amedian of 34.0 and 18.0 non-dominated
solutions. In terms of fitness evaluations (i.e., the number of test
case orderings that were inspected until the algorithmwas stopped),
the 𝑆𝑡𝑜𝑝0.05 approach had a median of 37,950 fitness evaluations
across all per-feature coverage thresholds, while 𝑆𝑡𝑜𝑝0.10 and 𝑆𝑡𝑜𝑝0.25
had a median of 15,300 and 3,600 evaluations, respectively. As ex-
pected, the number of fitness evaluations for the 𝑆𝑡𝑜𝑝0.05 approach
was higher since the stopping criteria is stricter. The 𝑆𝑡𝑜𝑝0.05 ap-
proach took a median of 85.98 seconds to execute, while 𝑆𝑡𝑜𝑝0.10
and 𝑆𝑡𝑜𝑝0.25 took a median of 32.11 seconds and 8.06 seconds, re-
spectively.

Figure 4 shows that all our proposed approaches achieve better
solutions than random search for all per-feature coverage threshold

values. The 𝑆𝑡𝑜𝑝0.25, 𝑆𝑡𝑜𝑝0.10, and 𝑆𝑡𝑜𝑝0.05 approaches found solu-
tions with a better trade-off between the objective functions, i.e.,
with lower 𝐴𝑈𝐶𝑇𝑖𝑚𝑒 and larger 𝐴𝑈𝐶𝐹𝑒𝑎𝑡 . For a per-feature cover-
age threshold of 50%, presented in Figure 4a, the 𝑆𝑡𝑜𝑝0.05 approach
has a median 𝐴𝑈𝐶𝑇𝑖𝑚𝑒 of 0.29, while the 𝑆𝑡𝑜𝑝0.10 and 𝑆𝑡𝑜𝑝0.25
approaches have larger median 𝐴𝑈𝐶𝑇𝑖𝑚𝑒 : 0.32 and 0.38, respec-
tively. The 𝑅𝑎𝑛𝑑𝑜𝑚50 and 𝑅𝑎𝑛𝑑𝑜𝑚100 approaches have a median
𝐴𝑈𝐶𝑇𝑖𝑚𝑒 of 0.49 and 0.50, respectively. Regarding the 𝐴𝑈𝐶𝐹𝑒𝑎𝑡 ,
𝑆𝑡𝑜𝑝0.05 has a median of 0.80, while 𝑆𝑡𝑜𝑝0.10 and 𝑆𝑡𝑜𝑝0.25 have me-
dians of 0.77 and 0.69. The 𝑅𝑎𝑛𝑑𝑜𝑚50 and 𝑅𝑎𝑛𝑑𝑜𝑚100 approaches
have a median 𝐴𝑈𝐶𝐹𝑒𝑎𝑡 of 0.58 and 0.57, respectively. Among our
proposed approaches, 𝑆𝑡𝑜𝑝0.05 found the best solutions since it has
the best trade-off between the 𝐴𝑈𝐶𝑇𝑖𝑚𝑒 and 𝐴𝑈𝐶𝐹𝑒𝑎𝑡 . All the pro-
posed approaches are significantly better than both random search
approaches (p-value less than 0.05) and the Cliff’s delta shows
large effect sizes for both objective functions. Pairwise comparisons
between the three approaches also show statistically significant
differences with large effect sizes.

A similar behavior is observed for the per-feature coverage thresh-
olds of 75%, 90%, and 100%, in Figures 4b, 4c, and 4d. In all these
cases, the 𝑆𝑡𝑜𝑝0.05 found the best solutions. However, the range in
which the 𝐴𝑈𝐶𝐹𝑒𝑎𝑡 lies gets smaller as we increase the per-feature
coverage threshold. This happens because a higher threshold means
that we need to execute more test cases to consider a feature as
covered, so the number of covered features increases more slowly as
we execute the ordered test cases, which yields a smaller 𝐴𝑈𝐶𝐹𝑒𝑎𝑡

(as we explained in Section 5.3, in Figure 3).
Experiment 2: number of covered highly-used game features
versus test execution time (with feature usage). Figure 5 shows
the non-dominated solutions found by 50 runs of NSGA-II for our
approaches. For this experiment, we did not use the per-feature cov-
erage threshold since we did not use the𝐴𝑈𝐶𝐹𝑒𝑎𝑡 objective function.
The 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 approach found a median of 42.5 non-dominated
solutions for all 50 runs, while the 𝑆𝑡𝑜𝑝0.10_𝑢𝑠𝑎𝑔𝑒 and 𝑆𝑡𝑜𝑝0.25_𝑢𝑠𝑎𝑔𝑒
approaches found a median of 29.0 and 18.0 non-dominated solu-
tions. In terms of fitness evaluations, the 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 approach
had a median of 47,850 fitness evaluations, while 𝑆𝑡𝑜𝑝0.10_𝑢𝑠𝑎𝑔𝑒
and 𝑆𝑡𝑜𝑝0.25_𝑢𝑠𝑎𝑔𝑒 had a median of 12,800 and 3,650 evaluations,
respectively. As expected, the number of fitness evaluations for
the 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 approach was higher since the stopping crite-
ria is stricter. Also as expected, the 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 approach took
longer to execute until the stopping criteria were satisfied, with
a median of 100.16 seconds. The 𝑆𝑡𝑜𝑝0.10_𝑢𝑠𝑎𝑔𝑒 and 𝑆𝑡𝑜𝑝0.25_𝑢𝑠𝑎𝑔𝑒
approaches took a median of 26.36 seconds and 7.47 seconds, re-
spectively. We can see that our best approach (𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 ) is
feasible to be used in practice as it can find the best solutions in
less than 2 minutes.

Figure 5 shows that all our proposed approaches achieve better
solutions than random search since our approaches present better
trade-offs between the objective functions (i.e., lower 𝐴𝑈𝐶𝑇𝑖𝑚𝑒

and larger featRankSim). The 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 approach has a median
𝐴𝑈𝐶𝑇𝑖𝑚𝑒 of 0.29, while the 𝑆𝑡𝑜𝑝0.10_𝑢𝑠𝑎𝑔𝑒 and 𝑆𝑡𝑜𝑝0.25_𝑢𝑠𝑎𝑔𝑒 ap-
proaches have larger median 𝐴𝑈𝐶𝑇𝑖𝑚𝑒 : 0.33 and 0.38, respectively.
The𝑅𝑎𝑛𝑑𝑜𝑚50 and𝑅𝑎𝑛𝑑𝑜𝑚100 approaches have amedian𝐴𝑈𝐶𝑇𝑖𝑚𝑒

of 0.49 and 0.50, respectively. Regarding featRankSim, 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒
has the largest median, with a value of 0.96, while 𝑆𝑡𝑜𝑝0.10_𝑢𝑠𝑎𝑔𝑒
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Figure 4: Experiment 1: Trade-off between𝐴𝑈𝐶𝑇𝑖𝑚𝑒 and𝐴𝑈𝐶𝐹𝑒𝑎𝑡 for different per-feature coverage thresholds across our different
approaches (without feature usage).
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Figure 5: Experiment 2: Trade-off between 𝐴𝑈𝐶𝑇𝑖𝑚𝑒 and
featRankSim across our approaches (with feature usage).

and 𝑆𝑡𝑜𝑝0.25_𝑢𝑠𝑎𝑔𝑒 have medians of 0.90 and 0.82. The 𝑅𝑎𝑛𝑑𝑜𝑚50
and 𝑅𝑎𝑛𝑑𝑜𝑚100 approaches have a median featRankSim of 0.56 and
0.55, respectively. Among our proposed approaches, 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒
found the best solutions since it has the best trade-off between the

𝐴𝑈𝐶𝑇𝑖𝑚𝑒 and featRankSim. This demonstrates that our 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒
approach can find test case orderings that cover highly-used game
features early in the test execution (with a high featRankSim of 0.96)
while keeping the cumulative test execution time small. All the pro-
posed approaches are significantly better than the random search
approaches (p-value less than 0.05) and the Cliff’s delta shows
large effect sizes for both objective functions. Pairwise comparisons
between the three approaches also show statistically significant
differences with large effect sizes.

6 DISCUSSION
In this section, we compare the results obtained with our experi-
ments for prioritization with and without feature usage. Figure 6
shows the distribution of the featRankSim objective for our ran-
dom approaches and for the non-dominated solutions obtained
with our proposed approaches. In experiment 1, without feature
usage, all the approaches (using a per-feature coverage threshold
of 50%) achieve a similar median featRankSim: 0.55, 0.52, and 0.53
for 𝑆𝑡𝑜𝑝0.25, 𝑆𝑡𝑜𝑝0.10, and 𝑆𝑡𝑜𝑝0.05, respectively. The random ap-
proaches achieve similar median values of featRankSim: 0.56 and
0.55 for 𝑅𝑎𝑛𝑑𝑜𝑚50 and 𝑅𝑎𝑛𝑑𝑜𝑚100, respectively. In contrast, the
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Figure 6: Distributions of featRankSim (NDCG) for our dif-
ferent approaches.

approaches in experiment 2 achieve larger median featRankSim
values: 0.82, 0.90, and 0.96 for 𝑆𝑡𝑜𝑝0.25_𝑢𝑠𝑎𝑔𝑒 , 𝑆𝑡𝑜𝑝0.10_𝑢𝑠𝑎𝑔𝑒 , and
𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 , respectively. The larger featRankSim obtained by
our approaches in experiment 2 shows that those approaches, in
particular 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 , can successfully obtain test case orderings
that cover highly-used game features early in the test execution.

Often during regression testing, the main constraint is the time
available to execute test cases. Therefore, we discuss below how
(1) the percentage of covered game features and (2) the percentage of
coverage of the top-k most used game features change for different
test execution times. For this analysis, we used the solutions found
by our best approaches in experiments 1 and 2 (𝑆𝑡𝑜𝑝0.05, with a
per-feature coverage threshold of 50%, and 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 ).

Figure 7 shows how the percentage of covered game features
changes for different execution times. A large amount of testing
time is necessary to achieve large game feature coverage. For exam-
ple, to achieve 100% coverage, a median of 55 hours for the 𝑆𝑡𝑜𝑝0.05
approach and 70 hours for the 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 approach are neces-
sary. Even for lower coverage, a large amount of time is necessary.
For example, to achieve 90% of coverage, 𝑆𝑡𝑜𝑝0.05 requires 35 hours
and 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 requires 40 hours. We also observe that the last
10% of feat coverage requires an extremely large amount of time
(approximately 30 hours additional testing time).

Achieving a high percentage of game feature coverage is not
feasible in practice due to the large amount of time necessary, even
for the 𝑆𝑡𝑜𝑝0.05 approach that was optimized to achieve a large
game feature coverage in the shortest time possible. If we analyze a
more feasible scenario, with an available testing time of 5 hours, for
example, 𝑆𝑡𝑜𝑝0.05 covers a median of 40% of game features, while
𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 covers a median of 32% of game features. However,
despite achieving a slightly smaller coverage for the same amount of
time available, the test case orderings obtained with 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒
cover highly-used features earlier in the test execution compared
to the solutions obtained with 𝑆𝑡𝑜𝑝0.05. For example, if we analyze
the coverage of the top-20% of the most used features (which gives
the top-16 most used features) in 5 hours, 𝑆𝑡𝑜𝑝0.05 covers only
68% of those features, while 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 covers 93%. With one
additional hour, 𝑆𝑡𝑜𝑝0.05_𝑢𝑠𝑎𝑔𝑒 covers all the top-20% most used
features, while 𝑆𝑡𝑜𝑝0.05 covers 75%. Therefore, with a feature usage-
based test prioritization, we can find test case orderings that cover
most of the highly-used features early in the test execution, which
helps to avoid bugs that would affect a large number of users. Finally,
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Figure 7: Comparison of game feature coverage for our best
approaches in experiments 1 and 2.

QA engineers can achieve a higher coverage of game features and
highly-used game features by parallelizing the test execution. For
example, two QA engineers can execute independent test cases in
parallel to achieve higher coverages within 5 hours.

7 USING OUR PRIORITIZATION APPROACH
IN PRACTICE

We implemented an internal web application prototype of our ap-
proach to collect initial feedback on the outcome of our approach.
We are now integrating the application into our industry partner’s
cloud infrastructure. Our approach can be used by QA engineers in
an environment where resources (e.g., time) are restricted to obtain
a set of test case orderings with the best trade-off between multiple
objectives. Because of how we performed the optimization, in a
situation of an early-stop of test execution, our approach ensures
that the highest number of highly-used features are covered with
the shortest time possible. The tester may also choose one particu-
lar test case ordering among the optimal orderings that maximizes
one specific objective of interest to the detriment of the other. For
example, an ordering that maximizes only the highly-used features
may not have the shortest cumulative test execution time. Another
practical aspect concerns a small subset of features that are critical
to the Prodigy Math game of Prodigy Education (such as the “game
membership purchase” feature). These features must be frequently
tested during regression regardless of their usage. Therefore, we al-
low the users of our application to identify the critical features and
retrieve the associated test cases before executing the optimization.
Those test cases are then removed from the set of test cases that
we use in the optimization (as they will always be executed before
the optimized ordering).

8 RELATEDWORK
Optimizing the execution of test cases in a manual testing scenario
is of extreme importance [19, 21, 22]. However, only a few works in-
vestigated prioritization techniques for manual test cases which are
described only in natural language (i.e., no source code is associated
with them) [21, 27]. Hemmati et al. [21] investigated approaches to
prioritize manual test cases using test execution history and Latent
Dirichlet Allocation (LDA) [6] to find the topics related to test cases.
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Our approach uses a pre-defined list of the application features
to find the features being tested and leverages zero-shot models
for that purpose, which does not require any manual analysis to
further understand which features are covered by test cases (as
LDA requires). Furthermore, our approach does not require the
test execution history, which could be difficult to be accessed or
not meaningful for manual test cases [62]. Lachmann et al. [27]
investigated a supervised approach for prioritization of manual test
cases using textual descriptions, test execution history, and the link
between test cases and requirements. Their approach requires an
expert to manually label test cases as (un)important to build the
training set. In contrast, our approach does not require any manual
data labeling nor the test execution history. Furthermore, none of
the above mentioned works take into consideration the impact that
bugs might have on users. We include the coverage of highly-used
features in our approach, which helps to test those features more
often and avoid impacting a large number of users.

Several works proposed prioritization techniques for test cases
with associated source code [3, 8, 24, 32, 34, 38–40, 47, 51, 57, 63].
For instance, Marchetto et al. [34] performed test case prioritization
with NSGA-II. However, differently from our work, they used code
coverage and the link between requirements and source code in
their approach. Instead, we do not have source code test cases and
we used the link between natural language test cases and the cov-
ered features. We also include the coverage of highly-used features
in our approach. Wang et al. [57] proposed to use multi-objective
search algorithms for a resource-aware test case prioritization using
four objectives. Their goal was to achieve a test case ordering for a
limited time budget while maximizing the usage of the available test
resources. In contrast, we focus on prioritizing manual test cases
to maximize the coverage of the game features and the coverage of
highly-used features.

9 THREATS TO VALIDITY
A threat to the external validity concerns the generalizability of
our zero-shot methods and prioritization techniques. Using appli-
cations from other domains might yield different results. Another
threat regards the used techniques. Using different classification
models and optimization algorithms might achieve different results.
Future studies should investigate if our approaches can be improved
with other techniques.

A threat to the internal validity concerns the percentage of
test cases that we consider sufficient to count a feature as covered.
To mitigate this threat, we experimented with different percentages
(from 50% up to 100%), but using other values will achieve differ-
ent results. Also, companies that already have the link between
test cases and covered features might use a different percentage.
Another threat is related to the feature usage metric that we use
(total number of uses). Other metrics can also capture feature usage,
such as using the number of unique users who used a feature, which
might achieve different orderings of features based on usage. Fi-
nally, using different conditions to stop the optimization algorithm
(e.g., other p-value thresholds or other MDR ranges) might result
in different non-dominated test case orderings.

10 CONCLUSION
In this paper, we propose a novel approach to prioritize natural
language test cases. Our approach leverages zero-shot classification
techniques to identify the features covered by the test cases of
a game and uses this information to optimize the execution of
test cases. In particular, we prioritize test cases that cover highly-
used game features, in which bugs would affect a large group of
players. Our findings show that we can successfully identify the
game features covered by test cases with an ensemble of zero-shot
models (an F-score of 76.1%). Also, our prioritization approaches can
find test case orderings that cover highly-used game features early
in the test execution while keeping the time required to execute
test cases short. In practice, QA engineers and developers can use
our approach to focus the test execution on test cases that cover
game features that are relevant to players.
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